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Abstract

Convolutional neural networks have been shown to be vulnerable to changes
in the background. For example, a CNN trained using objects on top of
a blue background often performs terribly when evaluated using a green
background. The proposed method is an end-to-end method that aug-
ments the training set by introducing new backgrounds during the train-
ing process. The novelty is that these backgrounds are created on-the-fly
using a generative network that is trained as an adversary to the model.
The adversary dynamics ensures that the model has seen a wide range
of backgrounds. The method is experimented with using MNIST and
Fashion-MNIST as test cases.

1 Introduction

Possibly due to the fact that neural networks learn from static images,
and so do not have to deal with depth as us humans, they have a brittle
understanding of what an object is and are vulnerable to changes in the
background – for example, when there is a mismatch in the background
between the training and test sets, performance degrades terribly, as ex-
emplified by Figure 2. In that case, the classifier is trained with digits in
a clean, white background (a trivial task) and then evaluated with digits
inserted in diverse backgrounds.

These disparities in background between training and testing set have
not been studied in detail. There is one work that uses an attention mech-
anism but only avoids some artifacts, such as irregular borders [2].

Generative adversarial networks (GAN) generate realistic images th-
rough a min-max problem whereby two models (generator vs discrimi-
nator) try to optimize a given loss function in the opposite direction [1].
This work is loosely inspired by this dynamic. A generator is proposed
to augment the training set by producing backgrounds that purposefully
have an adverse effect on the performance of the target model, making the
target model more robust as a result. To introduce the new background,
the object must first be segmented therefore a third neural network that is
trained in an unsupervised manner.

2 Related Work

Literature exists in predicting classifier confidence for dataset shifts so
that changes in the background could be detected. However, making the
classifier itself robust to changes in the background seems to have been
the subject of little study. One work proposes an attention mechanism to
avoid artifacts, particularly irregular borders, from influencing the classi-
fier [2]. Two classifiers are used: a global CNN, G, and a local CNN, L.
The proposed method works by having G find the bounding box of the
relevant object in order to create a cropped version of the image, and then
use L to classify the cropped version.

That attention mechanism works in two phases. Firstly, G is trained
to classify the entire image x. Then, a truncated version GT is used to
obtain activation maps and find a bounding box around the object so that
a function f produces a cropped image x′. Finally, L is then trained using
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Figure 1: Proposed adversarial background augmentation during training.

Stripes Board Border Circles Clock Random

Traditional 38.0 24.3 61.4 32.9 19.7 11.2
Proposal 92.3 76.8 93.1 93.7 70.8 86.2

The model is a CNN with VGG blocks as detailed in Section 4, trained for MNIST. Accuracy
values for the entire testing set when different backgrounds are used.

Figure 2: Background change can produce wild disparate accuracies (%).

the smaller image x′ [2]. To then predict the class y of the image x, this
chained process can then output the class ŷ = L

(
f (GT (x),x)

)
.

Two disadvantages are immediate: (i) L operates on a rectangular
cropped version of the image and therefore is still influenced by artifacts
that remain inside that rectangle, and (ii) model G is still influenced by
artifacts because it did not have the benefit of being trained against the
artifacts. While such artifacts are not presented in the training set, they
could be generated in a controlled fashion, as the method next proposed.

3 Method

The goal is to (during training) be able to place the object in a multitude
of contexts (backgrounds), facilitating the learning of robust representa-
tions, focused on “what” the object is rather than “where” the object is.
We propose to adopt adversarially generated backgrounds to promote the
learning of strong representations. However, the insertion of adversar-
ial backgrounds in the image cannot be allowed to destroy the concept
(class) one is trying to learn. Since the spatial delineation of the object
is unknown, we propose to learn, simultaneously with the recognition,
the segmentation mask. This mask is used to inject the adversarial back-
ground only in the non-object pixels.

Model: A model f is optimized to minimize a loss L(y, f (x)) using an
image x as input with label y as the ground-truth. This image is subject to
data augmentation through the process illustrated in Figure 1.

The framework is agnostic of the task and other losses could be used
for different tasks: regression, semantic segmentation, reinforcement learn-
ing, etc. In these experiments, classification was performed using cross-
entropy,

L(y, ŷ) =
N

∑
i=1

yi log ŷ. (1)

Mask generator: Firstly, a model fm is trained to produce a mask m̂
using a sigmoid activation function to ensure m̂ ∈ [0,1] so that it can be
used to segment the image through a element-wise product, x′ = x� m̂.
The model fm can be optimized in an unsupervised fashion by finding
the best mask that minimizes the previous loss, L( f (x� fm(x)),y). To
help prevent the mask from including background, a term LA is used to
constraint its size

LA(m̂) = max(0,A(m̂)−a), (2)

where A approximates the percentage of the area of the mask by comput-
ing A(m̂) = 1

wh ∑x,y m̂x,y, and a is the average area for the object given as
an hyperparameter (a = 0.2 is used in all experiments). For better per-
formance, after model fm has been trained, a non-differentiable transfor-
mation T can henceforth be applied to further improve the segmentation.
For example, a threshold t, T (m̂) = 1x,y(m̂x,y ≥ t), can be chosen using
Otsu’s method or the a-quantile such that A(m̂≥ t) = a.

Notice that the mask generator being background invariant is unim-
portant since it is only used during training and on training images. A
typical architecture for the mask generator would be a U-Net [5]. For
better results, the mask could be provided by the user through manual
segmentation.



Background generator: Secondly, the background is generated by a neu-
ral network fg that transforms noise z into a background b̂ image. Unlike
the others, this model is trained to maximize the loss L. The generator
focuses on producing backgrounds or artifacts that could potentially ad-
versely affect the output of the model.

In the case of MNIST and Fashion-MNIST which are monochrome,
the background generator could “cheat” by producing a background with
the same color as the object, thus obfuscating the object. In these cases,
a constrain was added in the form of the additional regularization LBA(b̂)
term which is added to disallow the background from filling over half the
pixels, LBA(b̂) = max

( 1
N ∑

N
i=1 b̂i−0.5,0

)
.

Overall dynamic: All in all, the min-max optimization problem can be
summarized as

min
f , fm

max
fb

N

∑
i=1

L
(

f
(
m̂i� xi + b̂ j� (1− m̂i)

)
,yi

)
+LA (m̂i)+LBA(b̂). (3)

Notice that, while the optimization problem was inspired by GANs, this
is not a GAN framework, there is no discriminator used. Also, while
this problem could be optimized end-to-end, we have performed this op-
timization in three stages: (i) train model f , (ii) train mask generator
fm, (iii) train both model f and its adversarial background generator fb.
Training in stages is useful for debugging and fine-tuning, but also it al-
lows applying non-differentiable transformations on top of fm such as
thresholds to help produce more realistic masks.

4 Experiments

MNIST [3] and Fashion-MNIST [6] are artificially enhanced by introduc-
ing backgrounds as illustrated in Figure 3. This enhanced versions are
used only for testing purposes, while the original unmodified dataset is
used for training. The idea is to see how well the model performs when
background textures are introduced.

Table 1 summarizes the results showing the proposed method (pro-
posal) to have become background invariant. Interestingly the attention
mechanism results only negligibly improve on the baseline classifier. This
mechanism works by cropping the image and, not surprisingly, it was
found to perform best in the border case (with over 50% accuracy); still,
this result was worse than the proposal.

To better understand the impact of changes in the background, let us
vary the rate of the random parameter from the previous Figure 3 (g). In
Table 2, a Bernoulli distribution is used for the background with varying
parameter values, as illustrated in the images. While the baseline naturally
produces better results for the unchanged image, as the rate is increased,
the drop in baseline’s performance is fathomed while the proposal drops
more smoothly.

Furthermore, to better understand what could be improved on the
framework, the mask generator is changed so that a manual segmentation
is used instead of a neural network, and also the background generator is
changed to produce noise instead of trained adversarially (see Table 3).
Two conclusions are apparent: (a) the fact we train the mask generator in
an unsupervised fashion means that the masks are imperfect which greatly
influence performance, (b) using noise as the background is not sufficient
to avoid the network being fooled by more intricate patterns as those in
the testing set (Figure 3).

5 Conclusion

This work was fomented by previous work where the goal was to train a
drone using a dataset that was easier to acquire indoors (inside a studio)
rather than outdoors where it was going to be used, because it dealt with
electricity insulators [4].

(a) Original (b) Stripes (c) Board (d) Border (e) Circles (f) Clock (g) Random
Figure 3: Backgrounds introduced for MNIST and Fashion-MNIST.

Table 1: General Results (Validation Accuracy in %)
Method Stripes Board Border Circles Clock Random Avg

MNIST
Traditional 38.0 24.3 61.4 32.9 19.7 11.2 31.2
Attention [2] 28.1 26.8 57.3 40.1 29.3 25.1 34.5
Proposal 92.3 76.8 93.1 93.7 70.8 86.2 85.5

Fashion-MNIST
Traditional 21.3 24.6 36.9 28.5 29.6 16.8 26.7
Attention [2] 18.2 20.1 51.8 26.0 31.8 36.2 30.7
Proposal 62.9 61.5 66.5 60.9 60.8 45.9 59.8

Table 2: Effect of varying the random noise rate in terms of Accuracy
(%).

0.0 0.01 0.05 0.1 0.2 0.3 0.4 0.5
Baseline 90.1 33.3 13.2 11.2 10.5 10.2 10.2 10.6
Proposal 70.7 70.1 61.6 56.7 45.5 43.2 39.6 35.0

Table 3: Average accuracy for Fashion-MNIST when using different mask
or background generators.

Proposal True mask Noise background
Accuracy (%) 59.8 72.8 10.0

For that purpose, an adversarially trained model is proposed that is in-
variant to the background. During training, the target model tries to mini-
mize its loss, but a generator counteracts it by injecting new backgrounds
by optimizing for backgrounds that maximize the loss, thus making the
target model robust to background changes. The method is evaluated us-
ing a synthetic dataset.

While the proposed method was evaluated for the task of classifica-
tion, it could potentially be used for other tasks involving a CNN, such as
regression problems, segmentation, or reinforcement learning tasks.
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